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Abstract

Autonomous driving is revolutionizing traditional trans-
portation, yet constructing simulators to validate its algo-
rithms remains highly challenging. This proposal formu-
lates the task as joint distribution modeling of multi-agent
states, with the goal of aligning the distribution with real-
world driving scenarios. By achieving this alignment, the
simulator can freely sample multi-modal trajectories for
dynamic evolution. Inspired by recent advancements in
generative foundation models like Sora [1], this proposal
sketches diffusion models as the backbone of a stochas-
tic virtual world to underpin agents’ behavior logic. This
approach promises to substantially reduce the cost of al-
gorithm validation, enhance efficiency, and address safety
concerns.

1. Introduction

The advancement of autonomous driving technology
promises to transform transportation by enhancing safety,
efficiency, and accessibility. However, despite its potential,
the field faces significant challenges that impede its devel-
opment and widespread adoption.

Key bottlenecks in the development of autonomous vehi-
cles (AVs) include the stochastic nature of real-world driv-
ing environments, the complexity of agent interactions, and
the need for rigorous safety validation. These challenges
create a pressing need for innovative testing methodolo-
gies that can replicate the intricacies of real-world sce-
narios. Traditional methods, like playback testing—where
real-world sensor data is replayed with minor software ad-
justments to observe potential outcomes—fall short due to
their inability to account for adaptive responses from other
vehicles and road users.

In this context, simulation agents (sim agents) emerge
as a crucial solution. Sim agents are AI-driven entities de-
signed to replicate human behaviors and driving patterns
within simulated environments. By utilizing sim agents, re-
searchers and developers can create diverse, realistic, and
scalable scenarios to test autonomous driving systems in
a cost-efficient manner. Unlike traditional log-playback
methods, which often overestimate aggressiveness by stick-

ing rigidly to planned routes, or rule-based methods that are
overly accommodating and reactive, sim agents strike a bal-
ance by accurately representing the full distribution of hu-
man behavior. Integrating them into the development pro-
cess not only improves the reliability of AV algorithms by
ensuring they can handle a variety of dynamic conditions,
but also aids in safety validation by identifying potential
risks before real-world deployment, minimizing the likeli-
hood of accidents and system failures.

Sim agents play a pivotal role in the development of au-
tonomous driving systems, yet the field remains relatively
underdeveloped. Recently, Waymo introduced a benchmark
[8] that has spurred further interest in the field. In this pro-
posal, I will review existing approaches to sim agents de-
velopment and suggest a potential solution to address the
challenges involved.

2. Related Work

2.1. Multi-Agent Traffic Simulation

Sim agents task frames simulation as a distribution match-
ing problem, requiring the simulator to closely match the
distribution of human driving behaviors to achieve authen-
ticity. It shares similarities with motion prediction and
planning, but differs in nuanced ways in objectives, out-
puts, and constraints. Simulation agent modeling employs
closed-loop evaluation [8], ensuring realism in behaviors
and dynamic interactions. Although both sim agents and
motion prediction can forecast trajectories in multi-agent
scenarios, the latter is primarily open-loop and focuses on
marginal predictions, limiting its ability to recover from
out-of-domain situations. Compared to planning, sim agent
modeling addresses a more general problem, as each agent
can execute a replica of a planner independently.

2.2. Multi-Modal Motion Prediction

Motion prediction is probabilistic and multi-modal in na-
ture, reflecting the stochasticity of the real world: even
under same initial conditions, agents can exhibit diverse
yet patterned behaviors and trajectories. To faithfully pre-
dict an unbiased distribution of possible futures, genera-
tive models like diffusion [17] and autoregressive models
[14] have gained popularity for their exceptional ability to



model complex distributions. Traditional regression mod-
els mold the output space to parametric continuous distri-
butions, such as mixtures of Gaussian [10] or Laplace [18],
leveraging heuristic and explicit motion goal candidates
[4] or queries [12] to achieve multi-modality. In contrast,
generative models freely sample from the learned space,
thereby better reflecting the inherent boundlessness and un-
certainty of the real world.

Autoregressive models [9, 14, 15, 19] have demonstrated
strong performance, but still suffer from error accumula-
tion. Moreover, predicting the next discrete token does not
fully align with this task, as the action space for trajectories
is continuous, resulting in inevitable degradation. In con-
trast, diffusion models [5, 6, 13, 16, 17] offer an alternative
solution. Matching the scalability and interactive capabili-
ties of aforementioned GPTs, they excel in modeling con-
tinuous trajectories. Even more promising is their ability to
avoid causal confusion and enable controllable generation
through conditions.

Notably, although motion prediction typically focuses on
a subset rather than all agents, as sim agents do, it still sug-
gests potential for extension to the latter task, as evidenced
by [10] and [15].

3. Method
3.1. Problem Formulation

The objective of simulation is to generate possible scenarios
by sampling from a world model that captures the interac-
tions between agents and their context. In this proposal, the
world of the simulator is formulated as P (S,O), where S
represents the state of agents and O denotes the environ-
ment. Due to resource limitations, the simulator operates
within a finite spatial and temporal range. Without loss of
generality, we define the ”current” time as t = 0, at which
the scenario is observed.

The context at each timestep ot ∼ O can be decomposed
into static components ost = o0, such as lanes, and dynamic
components odt , such as traffic signals. By sampling in a
well-defined initialization space under conditional guidance
c, the joint distribution of ”future” agent states is presented
as:
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obtained from real-world datasets collected in various driv-
ing scenarios. c is a composite condition encompassing pre-
defined spatiotemporal dimensions and manually specified
constraints, such as traffic regulations.

Specifically, when this distribution is applied to marginal
agents, these agents are treated as sim agents. If trajectories
are further obtained through sampling strategies, the task
transitions into a planning problem.

3.2. Diffusion the World Model

Recent studies [1, 2, 11] have shown that diffusion mod-
els basically capture physical laws, interaction logic, and
game rules. Additionally, advancements [7] in embodied AI
highlight the diffusion transformer’s (DiT) strengths in data
integration and scalability, inspiring this proposal to adopt
such a generative foundation model as the backbone for the
virtual world.

Concretely, diffusion progressively adds Gaussian noise
to a scenario (or its latent embedding), creating a sequence
of increasingly noisy states. This forward process, mod-
eled as a Markov chain, ensures the final state becomes a
nearly isotropic Gaussian distribution. A model is trained
to predict and denoise these noisy states by minimizing the
discrepancy between the denoised output and the original
agent states at each step. During inference, the model it-
eratively denoises a randomly sampled Gaussian noise, re-
fining it into a plausible and realistic sequence in the con-
tinuous space. Moreover, conditions can be incorporated
throughout the process to generate trajectories that meet
specific requirements or constraints.

The description above reveals four reasons why diffu-
sion is well-suited for autonomous driving simulation: their
ability to model continuous spaces, achieve multi-modality
through sampling, capture the joint distribution of multiple
agents, and, last but no least, incorporate specific conditions
like navigation and intention to guide generation.

3.3. Dataset and Evaluation

Dataset. The dataset for the sim agents challenge is based
on the large-scale Waymo Open Motion Dataset (WOMD)
[3], comprising over 531K scenarios for training and vali-
dation. Each scenario includes map details, such as lanes,
crosswalks, boundaries, and traffic signals, as well as
history-future trajectory pairs for vehicles, pedestrians, and
cyclists. Each complete trajectory consists of a 9 second
10 Hz sequence, capturing the key states of interest for the
simulator: position and heading.
Evaluation. As described in [8], realism is assessed by
measuring the alignment between the distributions of sim-
ulated and real agents. Since the distribution lacks an ana-
lytic form, this high-dimensional objective is approximated
through various measurements, including kinematic, object
interaction, and map-based metrics. The metric is calcu-
lated as a convex combination over the components. This
evaluation is closed-loop and forward-looking, facilitating
long-term planning and simulation.

4. Conclusion
Simulation agents represent a critical tool for addressing the
challenges in AV development, enabling realistic and scal-
able testing environments. By leveraging diffusion models



as the generative backbone, this proposal outlines a plau-
sible path to achieve enhanced simulation accuracy and
adaptability. This proposal seeks to accelerate progress
within the AV community by enabling cost-effective and ef-
ficient algorithm validation.
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